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Background

The objective of stochastic trajectory generation: Given the past trajectory history
x, XN of the agents (only sequences of 2D coordinates), we want to model the
distribution of the future trajectories y ∼ Pθ jointly so that the generated samples
are socially and physically compliant.

Note that C represents the number of agents in a scene and Tp, Tf are the no. of
past and future frames resp.

Limitations

The inference of traditional DDPM [1] is extremely slow.
Current distillation methods suffer from training instability and mode
collapse [5], sometimes with multiple retraining phases involved [4].
Most methods [4, 3] fail to attain good quality of samples from teacher model.
Some method [2] incorporates deterministic ”distilling” step.

Implicit Maximum Likelihood Estimator

The Implicit Maximum Likelihood Estimator is defined as
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where x1, . . . , xn are our data examples and x̃θ

1, . . . , x̃θ
m denotes the i.i.d. samples

from Pθ.
Key process behind IMLE:

1. Generate a batch of i.i.d. samples so that there are more samples than the
number of data examples

2. Search for the nearest sample to EACH data example
3. Adjust the parameters so that the nearest sample is pulled by each data
example

Contributions

1. We design a stage‐one trajectory stage‐one trajectory generation diffusion
model (TGD) tailored for stochastic trajectory generation tasks.

2. We propose a trainable student model to directly match the intricate
distribution through the IMLE scheme at any intermediate diffusion
timestamp, improving prediction performance and inference time.

3. Due to the IMLE scheme, no more Mode Collapse; Vanishing Gradients;
Training Instability occur.

4. Our methods deliver results that are competitive with SOTA methods.

IMLE distillation

We distill a large number of denoising steps (T − τ ) with a flexible IMLE module
where T >> τ . Let’s take a closer look at the IMLE module.

Our IMLE distillation model is able to reconstruct the distribution of diffusion latent
at timestamp τ (shown in Green) in the teacher model.

NBA dataset

The dataset is collected byNBA officially via SportVU tracking system, which records
the trajectories of 10 players and a ball in a real basketball play‐off.

Past trajectory: 10 frames (2.0s) [2D coord sequence in Euclidean space].
Future ground truth: 20 frames (4.0s)
It has ~358K trajectories for training and ~137K trajectories for testing

Qualitative Assessments

The first row and second row in each plot represent two distinct scenes.

Teacher TGD Results

Figure 1. The methods in bold are TGD with distinct backbones, prediction objectives and variance
schedule.

Student IMLE distillation Results
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